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What is deep reinforcement learning?
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What can you do with DRL?

= Play video games better than a human

Observations
Pixels

Actions
{9 directions} x {Fire}

Reward
Game score

MakeAGIF.com

Lawrence Livermore National Laboratory N A' S‘-"; g

LLNL-PRES-774209



s

-3@2,& aer

.....

foeooe % Slosono ooseuse “CitE
POYECLLOOLC 04 AAAAAAAAAAA

'r“ - -
LR A R R
LA L L 2 L 2 5 2 2 3 3
LA B E 2 L 2 L % 3 3% J

A AAA
e

3 19

200030 speen Hi-00% | s “
LW wa® ot ¥ wa® wia®

I 1
e ne LEVEL




Lose

Considered Build/Train
0000000000000 00

is§g§§i§'§*§§*'§

OOOOOOOOOOOOOOOOQO

""""""""""

RIUUHHNY




What can you do with DRL?

= Play board games better than a human

Observations
{19 x 19 grid} x 0ee .0 : o1
5, W, Empy) Y acdee Tor b0

Actions j i . ® " [ LEESEDOL

» 00:017:00
{19 x 19 grid}

Reward
1 (win)
O (otherwise)
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dance??

What can you do with DRL? KD

~oep-

= Teach a simulated robot how to wglk™

Observations
Joint positions, angles,
and velocities

Actions
Joint torques

Reward
Distance travelled
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What can you do with DRL?

= Teach a real robot how to walk
— or perhaps not...
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Formulating an RL problem

= An RL problem is formulated as a Markov decision process
(MDP)

A/é ) —> Discount factor
Observation space \ y € (0,1]

Action space Scalar reward signal

State transition function or environment: r(s,as) €R
E =P,(s,s") =Pr(s'|s,a)
This is often unknown.
= MDPs satisfy the Markov property:
Pr(st—l—l |807 AQ, S1,A1, ..., St, (Zt) — Pr(st—l-l |8t7 a't)
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Demo — LunarLander

Goal: Get to the landing pad without crashing

Observation space:

— X, y coordinate

— X, y velocity

— Angle w.r.t. horizontal

— Angular velocity

— Left/right ground contact

Action space:
— Main thrusters (up): [0, 1]
— Side thrusters (left/right): [-1, 1]

Reward:

— +100 for landing safely

— =100 for crashing

— Small penalty for fuel consumed

— Bonus/penalty for moving closer to/further from goal
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Key concepts & terminology

= The return is the cumulative discounted reward

T
t
R = Z YT
t=0
= A policy defines a mapping from state to action
7:S— A

= A value function estimates “how good it is” to be in a certain state
V.(s) =E|[R|s, |
Qr(s,a) =E|R|s,a,r]
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How’s our LunarLander doing?
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How do you learn an optimal policy?

= |f you can estimate the Q value, the optimal policy is to select
the action with the largest Q value

T (s) = arg max Q(s,a)

= We can learn a value function by iteratively updating our
current estimate based on the reward we received

AQ NlQ(S, a)'— (T + va?XQ(S’, a))

|
what you thought

you'd get what you got
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Are we landing yet??
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From tabular to deep RL

= Tabular (traditional) RL:

— Learn the Q value separately for
every state-action combination

— Requires discrete states

— Requires discrete actions

| ladla;laslaaslaslas A

H 1.21 223 142 242 532 3.14 6.37
456 3.33 143 3.16 2.67 2.53 2.22
446 5.66 2.16 3.45 2.53 6.35 2.64

477 3.16 7.77 3.54 9.01 6.46 3.26

8.11 222 8.00 7.64 7.66 566 5.44

1.30

3.16

3.56

4.26

9.03

= Deep RL:

— Learn a function that maps

states to Q values

— Works for continuous states

— Requires discrete actions

state

\ 4

Q network

o
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Playing Atari with DRL: Problem setup

= States = sequence of 4 images

= 18 possible actions

Space Invaders

= Q function network architecture:

Convolution Convolution Fully connected
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Playing Atari with DRL: Algorithm

Algorithm 1 Deep Q Networks (DQN)

1: Initialize replay buffer D

2: Initialize @) network with random weights

3: for episode = 1, M do

4: for t=1,T do

With probability € select random action. . .

...otherwise select a = max, Q(s, a;0)

Execute action a in environment; receive s’ r

Store transition (s,a,s’,r) in D

Sample minibatch from D

10: Perform gradient step: Vg3 [Q(s,a;0) — (r + ymax, Q(s, a; )]

I
Tabular:

AQ ~ Q(s,0) = (r+ymaxQ(s,a))
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What about continuous action spaces?

= One network selects an action

— Policy network or “actor”
— Updated using the policy gradient theorem

state > Actor » action
Oy
= Another network evaluates the action
— Q network or “critic”
— Updated the same way as DQN
state
\‘ Critic > Q value
/’ 6o
action
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Have we converged?
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Want to learn more?

= LLNL Reinforcement

Learning reading group
— Wednesdays 2 -3
— B170 or B155

= OpenAl Spinning Up
— Web-based “fast-track to

DRL” tutorial
— spinningup.openai.com

= Sutton & Barto
— Free online PDF of textbook

o
&
N

E Confluence Spaces + People Questions Calendars Create -

Pages / Data Science Institute Home / Special Interest Groups o'

Reinforcement Learning Home

Created by Petersen, Brenden Kyle on 2018-12-14

The Reinforcement Learning Home is dedicated to supporting LLNL activities related to n
methods.

OpenAl
Spinning Up

Reinforcement
Learning

An Introduction
second edition

Richard S. Sutton and Andrew G. Barto
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